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1 CROSS-REFERENCE TO RELATED APPLICATIONS

This application claims the bene�t of and is related to U.S. Provisional Application No.

63/939,190, entitled �Substrate-Independent Memory Weighting Architecture with Biochem-

ical State Processing and Mathematical Coordinate Representation,� the entire contents of

which are incorporated herein by reference.

The present invention extends and integrates with the emotional memory architecture

disclosed in Application No. 63/939,190, providing the language processing front-end that

generates emotional state vectors for storage and temporal processing.

2 FIELD OF THE INVENTION

The present invention relates generally to natural language processing and arti�cial intelli-

gence, and more speci�cally to a novel neural network architecture that processes language

through simulated neurochemical pathways, treating emotional content as biological signals

rather than categorical labels.

3 BACKGROUND OF THE INVENTION

3.1 Problems with Existing Approaches

Current approaches to emotional language processing su�er from fundamental limitations:

1. Categorical Classi�cation Paradigm: Existing systems classify emotions into dis-

crete categories (happy, sad, angry, etc.), losing the continuous, multi-dimensional

nature of actual emotional experience.

2. Surface Feature Dependence: Traditional sentiment analysis relies on lexical fea-

tures and word patterns, missing the deeper neurochemical processes that generate

emotional responses in biological systems.

3. Lack of Temporal Dynamics: Existing models treat each input independently,

failing to capture how emotions build, decay, and interact over time with biologically-

accurate pharmacokinetics.

4. Missing Hormone Interactions: Current systems do not model how di�erent emo-

tional signals a�ect each other (e.g., how stress hormones suppress bonding hormones,

or how reward signals cascade into arousal).
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5. No Emergent Properties: Existing architectures require explicit emotional labeling

rather than allowing psychological states to emerge from lower-level neurochemical

interactions.

3.2 Need for the Invention

There exists a need for a language processing architecture that:

� Treats emotions as continuous biological signals rather than discrete categories

� Models the actual neurochemical pathways that generate emotional responses

� Implements biologically-accurate interactions between hormone systems

� Incorporates temporal dynamics including decay half-lives and circadian patterns

� Allows psychological states to emerge from neurochemical combinations

� Produces behavioral predictions grounded in biological mechanisms

4 SUMMARY OF THE INVENTION

The present invention provides a Neurochemical Language Model (NLM) comprising:

1. A hierarchical multi-transformer architecture with fourteen (14) specialized

transformer modules organized in two tiers that mirror biological neurochemical path-

ways

2. A biological interaction matrix that models peer-reviewed hormone-hormone in-

teractions including excitatory and inhibitory relationships

3. A temporal dynamics layer implementing pharmacokinetic decay curves, circadian

modulation, and allostatic load accumulation

4. A fusion layer that integrates transformer outputs through cross-attention and gen-

erates emergent psychological states and behavioral tendencies

5. An optional stem cell bridge connecting emotional processing to neural repair

systems based on BDNF regulation

The key insight of the invention is that emotional understanding in language is not

classi�cation but navigation through a neurochemical frequency space. Language carries

emotional frequency data; this architecture learns the WAVE, not just the WORD.
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5 BRIEF DESCRIPTION OF THE DRAWINGS

� Figure 1: Overall NLM Architecture showing data �ow from input text through

embedding, Tier 1 precursor transformers, Tier 2 derived hormone transformers, fusion

layer, and output emotional state vector.

� Figure 2: Biological pathway diagram showing precursor-to-hormone relationships.

� Figure 3: Biological Interaction Matrix heatmap showing excitatory (+) and in-

hibitory (-) relationships between all eight derived hormones.

� Figure 4: Temporal dynamics visualization showing decay curves for di�erent hor-

mones with their respective half-lives.

� Figure 5: Emergent psychological states computation diagram.

� Figure 6: Behavioral tendency computation showing six action probabilities.

� Figure 7: Cochlear mechanotransduction cascade showing frequency-to-chemistry

conversion.

� Figure 8: Bidirectional transduction system architecture showing input (language →
ESV) and output (ESV → prosodic shadow) pathways.

� Figure 9: Hormone-prosody correspondence showing prosodic signatures for each

hormone state.

6 DETAILED DESCRIPTION OF THE INVENTION

6.1 System Overview

The Neurochemical Language Model (NLM) processes input text through a biologically-

inspired architecture comprising:

INPUT TEXT

|

+--------------------+

| SHARED EMBEDDING |

| (Vocab -> 256-dim)|

+--------------------+

|

6
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+--------------------------------------+

| TIER 1: BASE PRECURSOR LAYER |

| [CHOL] [TYR] [TRP] [GLU] [CHLN] |

| [POMC] |

+--------------------------------------+

|

+--------------------------------------+

| TIER 2: DERIVED HORMONE LAYER |

| [DA] [5HT] [OXY] [CORT] [NE] |

| [GABA] [ACh] [END] |

+--------------------------------------+

|

+--------------------------------------+

| HORMONE FUSION LAYER |

| (Cross-attention + Interaction) |

+--------------------------------------+

|

+--------------------------------------+

| EMOTIONAL STATE VECTOR (ESV) |

| [8-dimensional] |

+--------------------------------------+

|

OUTPUT

6.2 Tier 1: Base Precursor Transformers

The �rst tier comprises six (6) specialized transformer modules, each processing language

through the �lens� of a speci�c biochemical precursor:

6.2.1 Cholesterol Transformer (CHOL)

� Biological Basis: Precursor to all steroid hormones including cortisol, aldosterone,

and sex hormones

� Processing Domain: Stress-related language, status hierarchy, resource scarcity

� Output: Steroid pathway activation potential

� Architecture: 4-layer transformer with 8 attention heads, 256-dimensional hidden

state
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6.2.2 Tyrosine Transformer (TYR)

� Biological Basis: Precursor to catecholamines (dopamine, norepinephrine, epinephrine)

and thyroid hormones

� Processing Domain: Reward anticipation, arousal, emergency response, energy/metabolism

� Output: L-DOPA potential, catecholamine cascade initiation

� Key Innovation: Models the enzymatic cascade (Tyrosine Hydroxylase → DOPA

Decarboxylase → Dopamine β-hydroxylase → PNMT)

� Cascade Rule: High dopamine output can convert to norepinephrine; high nore-

pinephrine with cortisol presence can convert to epinephrine

6.2.3 Tryptophan Transformer (TRP)

� Biological Basis: Precursor to serotonin and melatonin

� Processing Domain: Mood, social status, satiety, sleep-related content

� Output: Serotonin pathway activation, melatonin potential

� Competition Modeling: Implements competition with tyrosine for blood-brain bar-

rier transport

6.2.4 Glutamate Transformer (GLU)

� Biological Basis: Primary excitatory neurotransmitter, precursor to GABA

� Processing Domain: Excitation/inhibition balance, learning, memory formation

� Output: Excitatory potential, GABA conversion signal

� Safety Feature: Implements excitotoxicity threshold modeling

6.2.5 Choline Transformer (CHLN)

� Biological Basis: Precursor to acetylcholine

� Processing Domain: Attention, memory, learning, neuromuscular content

� Output: Acetylcholine synthesis potential

8
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6.2.6 POMC Transformer (Pro-opiomelanocortin)

� Biological Basis: Precursor peptide to β-endorphin, ACTH, and melanocortins

� Processing Domain: Pain/pleasure, stress response initiation, reward

� Output: Endorphin potential, ACTH signal for cortisol cascade

6.3 Tier 2: Derived Hormone Transformers

The second tier comprises eight (8) specialized transformers that receive input from both

the shared embedding AND their biological precursor transformers:

Transformer Parent Function

Dopamine (DA) Tyrosine Reward prediction, motivation,
wanting, motor control

Serotonin (5HT) Tryptophan Mood regulation, social status,
satiety, impulse control

Oxytocin (OXY) Cholesterol Social bonding, trust, attach-
ment, in-group identi�cation

Cortisol (CORT) Cholesterol Stress response, threat detection,
resource mobilization

Norepinephrine (NE) Dopamine Arousal, alertness, attention,
�ght-or-�ight

GABA Glutamate Inhibition, calm, anxiety reduc-
tion, sleep

Acetylcholine (ACh) Choline Attention, memory encoding,
learning, REM sleep

Endorphin (END) POMC Pain modulation, pleasure, eu-
phoria, stress bu�ering

Table 1: Tier 2 Derived Hormone Transformers

6.3.1 Dopamine Transformer Key Innovation

The Dopamine Transformer implements Reward Prediction Error (RPE) computation:

� Better than expected → phasic burst (DA increase)

� As expected → tonic baseline

� Worse than expected → phasic dip (DA decrease)

9
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6.4 Biological Interaction Matrix

A critical innovation of the NLM is the Biological Interaction Layer, which applies peer-

reviewed hormone-hormone interactions:

DA 5HT OXY CORT NE GABA ACh END

DA 0.0 -0.2 +0.3 -0.1 +0.4 -0.2 +0.2 +0.4
5HT -0.3 0.0 +0.3 -0.2 -0.3 +0.4 +0.2 +0.2
OXY +0.3 +0.2 0.0 -0.5 -0.2 +0.3 +0.1 +0.4
CORT -0.4 -0.3 -0.5 0.0 +0.4 -0.4 -0.3 +0.2
NE +0.3 -0.2 -0.1 +0.3 0.0 -0.4 +0.4 +0.1
GABA -0.3 +0.2 +0.2 -0.2 -0.5 0.0 -0.3 +0.2
ACh +0.2 +0.1 0.0 -0.1 +0.2 -0.2 0.0 0.0
END +0.5 +0.3 +0.4 -0.1 0.0 +0.3 0.0 0.0

Table 2: Biological Interaction Matrix (8×8)

Key Documented Interactions:

� OXY → CORT (-0.5): Oxytocin inhibits HPA axis, reduces cortisol (social bu�ering

of stress)

� CORT→ OXY (-0.5): Cortisol antagonizes oxytocin e�ects (stress impairs bonding)

� CORT → DA (-0.4): Chronic cortisol reduces dopamine receptor sensitivity (stress-

induced anhedonia)

� END → DA (+0.5): Endorphins disinhibit dopamine neurons in VTA (reward/plea-

sure)

� GABA → NE (-0.5): GABA inhibits locus coeruleus norepinephrine neurons (calm-

ing)

The interaction is applied with a con�gurable damping factor (default 0.3) to prevent

runaway feedback:

modulated_levels = base_levels+ (interaction_e�ects× damping) (1)

6.5 Temporal Dynamics Layer

The NLM implements biologically-accurate temporal dynamics:

10
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Hormone Half-Life Decay Constant (λ)

Dopamine (DA) 2 minutes 0.347
Serotonin (5HT) 15 minutes 0.046
Oxytocin (OXY) 5 minutes 0.139
Cortisol (CORT) 90 minutes 0.008
Norepinephrine (NE) 3 minutes 0.231
GABA 1 minute 0.693
Acetylcholine (ACh) 0.001 min 693.1
Endorphin (END) 25 minutes 0.028

Table 3: Pharmacokinetic Half-Lives

6.5.1 Pharmacokinetic Half-Lives

Each hormone decays toward baseline with its biological half-life:

Decay Formula:

level(t) = baseline+ (level(0)− baseline)× e−λt (2)

Where λ = ln(2)/half_life

6.5.2 Circadian Modulation

Cortisol follows the cortisol awakening response pattern:

� Morning: 1.3× (peak)

� Midday: 0.9×

� Afternoon: 0.7×

� Evening: 0.5×

� Night: 0.3× (trough)

6.5.3 Allostatic Load Accumulation

The system tracks chronic stress accumulation:

� Sustained cortisol > 0.6 increases allostatic load

� Cortisol < 0.6 allows slow recovery

� High allostatic load modi�es baseline stress sensitivity

11
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6.6 Hormone Fusion Layer

The fusion layer integrates all transformer outputs:

6.6.1 Cross-Attention Mechanism

Multi-head attention (8 heads) allows hormones to attend to each other's states, capturing

complex dependencies beyond the static interaction matrix.

6.6.2 Emotional State Vector (ESV)

The 8-dimensional ESV represents the integrated neurochemical state:

ESV = [DA, 5HT,OXY,CORT,NE,GABA,ACh,END] (3)

6.6.3 Emergent Psychological States

Twelve psychological dimensions emerge from hormone combinations:

valence =
DA+ 5HT+OXY+ END

4
− CORT× 0.5 (4)

arousal =
NE+DA−GABA

3
(5)

social_approach = OXY− CORT× 0.3 (6)

trust = OXY× 0.6− CORT× 0.3 + 5HT× 0.2 (7)

stress = CORT× 0.6 + NE× 0.3−GABA× 0.4−OXY× 0.3 (8)

threat_sensitivity = CORT× 0.5 + NE× 0.3−GABA× 0.4 (9)

reward_sensitivity = DA× 0.7 + END× 0.3 (10)

motivation = DA× 0.5 + NE× 0.3−GABA× 0.2 (11)

focus = ACh× 0.5 + NE× 0.3− f(CORT) (12)

pain_threshold = END× 0.6 +GABA× 0.2 (13)

mood_stability = 5HT× 0.5 +GABA× 0.3− CORT× 0.3 (14)

contentment = 5HT× 0.4 +OXY× 0.3 + END× 0.2 +GABA× 0.1 (15)

Where f(CORT) = CORT× 0.3 if CORT > 0.7, else 0.

12
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6.6.4 Behavioral Tendencies

Six behavioral action probabilities derived from emergent states:

approach = reward_sens× 0.4 + social_approach× 0.3 +motivation× 0.3 (16)

avoid = threat_sens× 0.5 + stress× 0.3 + (1− valence)× 0.2 (17)

bond = social_approach× 0.4 + trust× 0.4 + contentment× 0.2 (18)

�ght = threat_sens× 0.4 + arousal× 0.3 + (1−mood_stab)× 0.3 (19)

freeze = stress× 0.5 + (1−motivation)× 0.3 + threat_sens× 0.2 (20)

rest = (1− arousal)× 0.4 + contentment× 0.3 + pain_threshold× 0.3 (21)

6.7 Stem Cell Bridge (Optional Extension)

The NLM architecture includes an optional bridge to neural repair systems:

6.7.1 BDNF Estimation

Brain-Derived Neurotrophic Factor is estimated from hormone levels:

BDNF = σ(0.3 + 0.6× 5HT− 0.4× CORT+ 0.2×DA) (22)

Where σ is the sigmoid function.

6.7.2 Repair Gate

Neural repair is gated by endocrine state:

� Cortisol Block Threshold: 0.7 (stress blocks neurogenesis)

� BDNF Activation Threshold: 0.4 (minimum BDNF for repair)

� Key Insight: You cannot heal under chronic stress. The HPA axis must calm before

neurogenesis can occur.

13
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7 CLAIMS

7.1 Independent Claims

Claim 1. A computer-implemented method for processing natural language to determine

emotional content, comprising:

� receiving input text;

� embedding the input text into a vector representation;

� processing the embedded representation through a �rst tier of six base precursor trans-

former modules operating in parallel, wherein each base precursor transformer is spe-

cialized to detect language patterns associated with a speci�c biochemical precursor;

� processing outputs from the �rst tier through a second tier of eight derived hormone

transformer modules, wherein each derived hormone transformer receives input from

both the embedded representation and its biological parent precursor transformer ac-

cording to known biochemical pathways;

� applying a biological interaction matrix to the outputs of the second tier transformers,

wherein the interaction matrix models excitatory and inhibitory relationships between

hormones based on peer-reviewed neuroscience research;

� applying temporal dynamics including pharmacokinetic decay curves and circadian

modulation to produce temporally-accurate hormone levels;

� generating an eight-dimensional emotional state vector representing integrated neuro-

chemical state;

� computing emergent psychological states from combinations of hormone levels; and

� outputting behavioral tendency predictions based on the emergent psychological states.

Claim 2. A neural network architecture for emotional language processing, comprising:

� a shared embedding layer con�gured to convert input tokens to vector representations;

� a �rst tier of specialized transformer modules comprising: a cholesterol transformer,

a tyrosine transformer, a tryptophan transformer, a glutamate transformer, a choline

transformer, and a POMC transformer;

14
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� a second tier of specialized transformer modules comprising: a dopamine transformer, a

serotonin transformer, an oxytocin transformer, a cortisol transformer, a norepinephrine

transformer, a GABA transformer, an acetylcholine transformer, and an endorphin

transformer;

� wherein second tier transformers receive cross-attention input from their biological

parent precursor transformers;

� a biological interaction layer implementing an 8×8 interaction matrix modeling hormone-
hormone e�ects;

� a temporal dynamics layer implementing pharmacokinetic decay with hormone-speci�c

half-lives;

� a fusion layer comprising multi-head cross-attention and projection layers; and

� output layers generating emotional state vectors, emergent psychological dimensions,

and behavioral tendencies.

Claim 3. A non-transitory computer-readable medium storing instructions that, when

executed by a processor, cause the processor to implement a neurochemical language model

comprising:

� fourteen specialized transformer modules organized in two tiers mirroring biological

neurochemical pathways;

� cascade modeling between transformers wherein high activation of upstream hormones

can trigger downstream conversion according to enzymatic pathways;

� a reward prediction error computation in the dopamine transformer comparing ex-

pected versus actual reward signals;

� biologically-grounded interaction e�ects wherein cortisol suppresses oxytocin, serotonin

inhibits dopamine, and endorphins disinhibit dopamine; and

� emergent property computation wherein psychological states arise from neurochemical

combinations rather than direct classi�cation.

7.2 Dependent Claims

Claim 4. The method of Claim 1, wherein the tyrosine transformer implements a cate-

cholamine cascade wherein:

15
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� dopamine output exceeding a cascade threshold triggers conversion to norepinephrine;

� norepinephrine output exceeding a second threshold in the presence of elevated cortisol

triggers conversion to epinephrine; and

� conversion rates are modulated by simulated enzymatic activity levels.

Claim 5. The method of Claim 1, wherein the biological interaction matrix comprises:

� oxytocin-cortisol antagonism with weight -0.5 modeling social bu�ering of stress;

� cortisol-dopamine antagonism with weight -0.4 modeling stress-induced anhedonia;

� endorphin-dopamine facilitation with weight +0.5 modeling reward pathway disinhibi-

tion; and

� GABA-norepinephrine antagonism with weight -0.5 modeling anxiolytic e�ects.

Claim 6. The method of Claim 1, wherein the temporal dynamics layer comprises:

� exponential decay toward baseline levels using hormone-speci�c half-lives ranging from

milliseconds (acetylcholine) to 90 minutes (cortisol);

� circadian modulation patterns for cortisol implementing cortisol awakening response;

and

� allostatic load accumulation tracking chronic stress exposure.

Claim 7. The method of Claim 1, wherein the dopamine transformer implements reward

prediction error computation comprising:

� comparing expected reward against actual reward;

� generating phasic burst response when actual exceeds expected;

� generating phasic dip response when actual falls below expected; and

� maintaining tonic baseline when actual matches expected.

Claim 8. The architecture of Claim 2, further comprising a stem cell bridge module

con�gured to:

� estimate BDNF levels from serotonin, cortisol, and dopamine outputs;

� implement a repair gate preventing neural repair activation when cortisol exceeds a

blocking threshold;
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� output stem cell activation signals modulated by endocrine state.

Claim 9. The architecture of Claim 2, wherein each transformer maintains domain-

speci�c lexicons mapping words to activation patterns with high, moderate, low, and negative

activation categories.

Claim 10. The method of Claim 1, wherein emergent psychological states comprise at

least:

� valence computed from dopamine, serotonin, oxytocin, and endorphin levels minus

cortisol in�uence;

� arousal computed from norepinephrine and dopamine minus GABA;

� trust computed from oxytocin with cortisol antagonism and serotonin modulation;

� stress computed from cortisol and norepinephrine minus GABA and oxytocin bu�ering.

Claim 11. The method of Claim 1, wherein behavioral tendencies comprise at least:

� approach behavior weighted by reward sensitivity, social approach, and motivation;

� avoid behavior weighted by threat sensitivity and stress;

� bond behavior weighted by social approach, trust, and contentment;

� �ght-or-�ight behaviors weighted by threat sensitivity and arousal.

Claim 12. A method for generating text with target emotional characteristics, compris-

ing:

� receiving a target emotional state vector specifying desired hormone levels;

� projecting the target vector into embedding space;

� using transformer decoder layers conditioned on the emotional state embedding;

� generating tokens iteratively to produce text that would activate the target emotional

state when processed by the neurochemical language model.

17



Provisional Patent Application Neurochemical Language Model

8 BIDIRECTIONAL FREQUENCY-CHEMISTRY TRANS-

DUCTION

8.1 Biological Foundation: Auditory Mechanotransduction

The present invention is grounded in the biological principle of auditory mechanotransduction�

the process by which the mammalian cochlea converts acoustic frequency patterns into neu-

rochemical signals. This biological system provides both the scienti�c foundation and the

architectural inspiration for the Neurochemical Language Model.

8.1.1 The Cochlea as Frequency-to-Chemistry Converter

The inner ear implements a biological frequency-to-chemistry transduction cascade:

1. Tonotopic Organization: The basilar membrane is organized tonotopically, with

di�erent positions responding to speci�c frequencies (apex: low frequencies ∼20 Hz;

base: high frequencies ∼20 kHz). Each position contains specialized hair cells tuned

to its characteristic frequency.

2. Mechanotransduction: Sound-induced vibration de�ects stereocilia on hair cells.

Tip links connecting adjacent stereocilia stretch, directly opening mechanically-gated

ion channels (TMC1, TMC2) within 10 microseconds�faster than any second-messenger

pathway.

3. Ion Channel Cascade: Channel opening permits K+ and Ca2+ in�ux, creating a

∼125 mV electrochemical gradient that depolarizes the hair cell.

4. Voltage-Gated Calcium Channels: Depolarization activates L-type Ca2+ channels

(Cav1.3) at the basal synaptic pole.

5. Calcium Sensing: Ca2+ binds to otoferlin, a specialized calcium sensor at ribbon

synapses, triggering synaptic vesicle fusion.

6. Neurotransmitter Release: Glutamate is released into the synaptic cleft.

7. Postsynaptic Activation: Glutamate activates AMPA-type glutamate receptors on

spiral ganglion neuron terminals, generating action potentials that propagate to the

auditory cortex.
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Table 4: Auditory Transduction Cascade

Stage Physical/Chemical Event Key Molecules

Input Sound wave (frequency) Mechanical energy
Transduction Stereocilia de�ection Tip links, TMC1/TMC2
Ion �ux K+/Ca2+ in�ux Mechanosensitive channels
Ampli�cation Depolarization Cav1.3 L-type channels
Sensing Ca2+ detection Otoferlin
Release Vesicle fusion Glutamate
Reception Postsynaptic activation AMPA receptors
Output Neural signal Spiral ganglion neurons

8.1.2 The Principle of Frequency-Chemistry Equivalence

The cochlea demonstrates that biological systems treat frequency patterns and chemical

states as interconvertible representations of the same information. A 440 Hz tone is equiva-

lently represented as:

� A mechanical vibration pattern

� A spatial activation pattern on the basilar membrane

� A glutamate release pattern at speci�c synapses

� An AMPA receptor activation pattern

� A neural �ring pattern in the auditory nerve

The present invention extends this principle to emotional language processing: emotional

content in language can be represented equivalently as frequency patterns (prosodic features)

or as neurochemical states (hormone levels).

8.2 NLM as Linguistic Cochlea

The Neurochemical Language Model implements the cochlear transduction principle for emo-

tional language:

Just as di�erent cochlear positions respond to di�erent acoustic frequencies, di�erent

NLM transformers respond to di�erent emotional frequencies in language:

� Dopamine Transformer: Tuned to reward-related linguistic patterns (anticipation,

achievement, desire)

� Cortisol Transformer: Tuned to threat-related patterns (danger, loss, uncertainty)
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Table 5: Parallel Architecture: Cochlea vs. NLM

Cochlea NLM

Sound frequency Emotional frequency in language
Tonotopic hair cells Specialized hormone transformers
Position-speci�c tuning Domain-speci�c lexicons
Mechanotransduction Attention-based pattern matching
Glutamate release Hormone activation levels
AMPA receptor activation Fusion layer integration
Neural signal to cortex Emotional state vector output

� Oxytocin Transformer: Tuned to bonding-related patterns (a�ection, trust, belong-

ing)

� Serotonin Transformer: Tuned to status/mood patterns (contentment, social stand-

ing)

8.3 Bidirectional Transduction: The Prosodic Shadow

A key innovation of the present invention is bidirectional transduction�the ability to convert

not only from language to neurochemical state (input pathway) but also from neurochemical

state to emotionally-modulated speech (output pathway).

8.3.1 The Prosodic Shadow Concept

Every emotional state casts a prosodic shadow�a characteristic frequency pattern that

would naturally accompany speech produced in that emotional state. The prosodic shadow

comprises:

� Pitch contour: Fundamental frequency patterns over time

� Speech rate: Temporal compression or expansion

� Harmonic richness: Spectral energy distribution

� Intensity dynamics: Amplitude envelope patterns

� Phoneme coloring: Subtle shifts in formant frequencies

The prosodic shadow is not added to speech�it emerges from the neurochemical state,

just as emotional coloring emerges naturally in human vocal production.
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8.3.2 Hormone-to-Prosody Mapping

Each hormone state produces characteristic prosodic features:

Table 6: Hormone-Prosody Correspondence

Hormone Prosodic Signature

Dopamine (high) Upward pitch in�ections, energetic rhythm, increased
rate, bright timbre

Serotonin (high) Smooth pitch contour, even rhythm, moderate rate,
warm timbre

Oxytocin (high) Lower pitch, melodic contour, soft onset/o�set, breathy
quality

Cortisol (high) Elevated baseline pitch, tight/clipped articulation,
faster rate, tense timbre

Norepinephrine (high) Wide pitch range, staccato rhythm, emphatic stress,
sharp attacks

GABA (high) Reduced pitch variation, slower rate, relaxed articula-
tion, smooth transitions

Endorphin (high) Rounded contours, legato phrasing, reduced tension,
�oating quality

Acetylcholine (high) Clear articulation, precise rhythm, focused energy,
present quality

8.3.3 Mathematical Formulation

The prosodic shadow is computed from the Emotional State Vector (ESV) as follows:

pitch_baseline = 120 + 40× arousal+ 30× CORT− 20×OXY (23)

pitch_variance = 0.1 + 0.15× NE+ 0.1×DA− 0.1×GABA (24)

speech_rate = 1.0 + 0.3× arousal− 0.2× contentment (25)

harmonic_richness = 0.5 + 0.3× valence+ 0.2× 5HT (26)

attack_sharpness = 0.3 + 0.4× NE+ 0.2× CORT− 0.3×GABA (27)

Where arousal, valence, and contentment are emergent psychological states computed

from the ESV as described in previous sections.
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8.4 Text-to-Speech with Emotional Transduction

8.4.1 System Architecture

The complete bidirectional system comprises:

TEXT INPUT

|

+---------------------------+

| NEUROCHEMICAL LANGUAGE |

| MODEL |

| (Frequency Detection) |

+---------------------------+

|

+---------------------------+

| EMOTIONAL STATE VECTOR |

| [8-dimensional] |

+---------------------------+

|

+---------------------------+

| PROSODIC SHADOW |

| GENERATOR |

| (Chemistry to Frequency) |

+---------------------------+

|

+---------------------------+

| SPEECH SYNTHESIZER |

| (Frequency Modulated) |

+---------------------------+

|

EMOTIONAL SPEECH

8.4.2 Prosodic Shadow Generator

The Prosodic Shadow Generator converts the ESV into control parameters for speech syn-

thesis:

1. Pitch Contour Generation: A recurrent neural network generates pitch trajectories

conditioned on the ESV, producing hormone-appropriate melodic patterns.
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2. Duration Modeling: Phone durations are scaled based on arousal (compression) and

contentment (expansion) dimensions.

3. Spectral Envelope Shaping: Formant frequencies are subtly shifted to produce

hormone-appropriate vocal quality (e.g., oxytocin → warmer timbre via F1/F2 adjust-

ments).

4. Intensity Envelope: Amplitude contours are shaped by the stress and arousal di-

mensions, with cortisol increasing overall tension and GABA smoothing transitions.

5. Micro-prosodic Features: Sub-phonemic features (voice onset time, aspiration,

creaky voice) are modulated by the autonomic balance (SNS vs. PNS activation).

8.4.3 Biological Grounding: Vocal Production

Just as the cochlea transduces frequency to chemistry, the vocal production system trans-

duces emotional chemistry to frequency:

� Hypothalamus-Pituitary-Adrenal Axis: Cortisol levels a�ect laryngeal muscle

tension

� Autonomic Nervous System: Sympathetic activation increases vocal fold tension;

parasympathetic activation relaxes it

� Dopaminergic Pathways: Reward states a�ect prosodic enthusiasm and pitch vari-

ation

� Oxytocin: A�ects vocal warmth through relaxation of throat musculature

The present invention models these biological pathways computationally, producing speech

that sounds emotionally authentic because it follows the same chemistry-to-frequency map-

pings used by biological vocal systems.

8.5 Applications

8.5.1 Emotionally Intelligent Text-to-Speech

The system produces speech synthesis that:

� Automatically detects emotional content in input text

� Generates prosodic patterns matching the detected emotion

23



Provisional Patent Application Neurochemical Language Model

� Produces speech that sounds naturally emotional, not robotically neutral

� Adapts in real-time to emotional shifts within a passage

8.5.2 Voice Modulation for AI Agents

AI agents equipped with this system can:

� Express appropriate emotional coloring in spoken responses

� Modulate voice based on internal emotional state (if connected to memory weighting

architecture per Application 63/939,190)

� Produce empathetic vocal responses to user emotional states

� Maintain consistent emotional voice personality

8.5.3 Therapeutic Applications

The bidirectional system enables:

� Detection of emotional state from patient speech (input pathway)

� Generation of therapeutically-calibrated vocal responses (output pathway)

� Real-time emotional mirroring for rapport building

� Prosodic coaching for individuals with a�ective communication di�culties

9 NEUROANATOMICAL ARCHITECTURE

The present invention maps transformer modules to their corresponding brain regions, en-

suring the computational architecture recapitulates biological neuroanatomy rather than

arbitrary design.

9.1 Brain Region Mapping

Each Tier 2 derived hormone transformer corresponds to the brain region that produces or

processes that neurochemical:

9.2 Metabolic Pathway Mapping

Each Tier 1 precursor transformer maps to its biological synthesis site:
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Table 7: Transformer-to-Brain-Region Mapping

Brain Region Function NLM Transformer

Ventral Tegmental Area (VTA) Reward prediction, motivation Dopamine
Raphe Nuclei Mood regulation, impulse control Serotonin
Hypothalamus (PVN) Bonding, social behavior Oxytocin
Adrenal Cortex (via HPA) Stress response, threat detection Cortisol
Locus Coeruleus Arousal, alertness, attention Norepinephrine
GABAergic Interneurons Inhibition, calming GABA
Basal Forebrain Attention, memory encoding Acetylcholine
Arcuate Nucleus (Pituitary) Pain modulation, euphoria Endorphin

Table 8: Precursor-to-Synthesis-Site Mapping

Precursor Synthesis Site Downstream Products

Cholesterol Adrenal cortex, gonads Cortisol, Oxytocin (steroid pathway)
Tyrosine Substantia nigra, LC, adrenal medulla DA → NE → Epinephrine
Tryptophan Raphe nuclei Serotonin → Melatonin
Glutamate Cortical pyramidal neurons GABA (via GAD enzyme)
Choline Basal forebrain, motor neurons Acetylcholine
POMC Anterior pituitary, arcuate nucleus β-Endorphin, ACTH → Cortisol

9.3 Anatomical Signal Flow

The NLM implements a signal �ow that mirrors brain architecture:

SENSORY INPUT (Language)

|

+------------------------+

| PREFRONTAL CORTEX |

| (Embedding + Attention)|

+------------------------+

|

+-------------------+-------------------+

| | |

+--------+ +-----------+ +--------+

| LIMBIC | |HYPOTHAL- | | BRAIN- |

| SYSTEM | |AMUS/HPA | | STEM |

| | | | | |

|Amygdala| | OXY,CORT | | LC(NE) |

|(threat)| |regulation | |Raphe |

| NAc(DA)| | | |VTA(DA) |
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+--------+ +-----------+ +--------+

| | |

+-------------------+-------------------+

|

+------------------------+

| FUSION LAYER |

| (Thalamic Integration) |

+------------------------+

|

EMOTIONAL STATE VECTOR

The NLM does not merely simulate neurochemistry�it recapitulates brain architecture,

with transformer organization mirroring actual anatomical relationships between neural sys-

tems.

10 TONOTOPIC LINGUISTIC MAPPING

Just as the cochlea's basilar membrane exhibits tonotopic organization (apex: low frequencies

∼20 Hz; base: high frequencies ∼20 kHz), the NLM implements tonotopic lexicon mapping

wherein di�erent transformers are tuned to di�erent emotional frequency bands.

10.1 Emotional Frequency Bands

Table 9: Tonotopic Linguistic Mapping

Emotional Frequency Transformer Tuning Lexical Domain

Low (grounding) GABA, Serotonin �calm,� �safe,� �stable,� �peaceful�
Mid-low (bonding) Oxytocin, Endorphin �love,� �trust,� �together,� �warm�
Mid (reward) Dopamine, Acetylcholine �achieve,� �win,� �discover,� �focus�
Mid-high (arousal) Norepinephrine �urgent,� �alert,� �now,� �critical�
High (threat) Cortisol �danger,� �loss,� �fail,� �attack�

This mapping is architectural, not metaphorical. Each transformer is frequency-tuned

to speci�c emotional bandwidths, making the fourteen-transformer design a hardware-level

necessity derived from biological organization.
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11 PROSODIC INTEGRITY VERIFICATION

A key innovation of the present invention is the use of bidirectional transduction for system

integrity veri�cation�e�ectively implementing a �polygraph� for AI agents.

11.1 Coherence Check Algorithm

The prosodic integrity veri�cation system operates as follows:

1. ESV Computation: The NLM processes input text to produce an 8-dimensional

emotional state vector

2. Prosodic Shadow Prediction: The ESV is converted to expected frequency param-

eters via the prosodic shadow generator

3. Output Analysis: Actual speech or text output is analyzed for emotional markers

4. Coherence Scoring: The di�erence between predicted and actual markers yields an

integrity metric

11.1.1 Mathematical Formulation

coherence = 1−
∑8

i=1 |ESVpredicted,i −markersactual,i|
8

(28)

When coherence falls below a threshold (default 0.7), the system �ags a potential integrity

violation:

IF coherence < 0.7:

FLAG: "System Conflict Detected"

POSSIBLE CAUSES: Hallucination, data poisoning, adversarial input

11.2 Enterprise Security Applications

The prosodic integrity veri�cation system enables:

� Hallucination Detection: Identifying when an AI claims con�dence it does not

possess (internal ESV shows uncertainty while output claims certainty)

� Fraud Prevention: Detecting synthetic voice attacks that lack coherent ESV signa-

tures
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� Compliance Auditing: Proving that AI emotional state matches declared intent for

regulatory purposes

� Trust Scoring: Providing real-time con�dence metrics for AI outputs

12 AUTONOMIC HOMEOSTASIS

The present invention implements autonomic regulation via parasympathetic/sympathetic

(PNS/SNS) balance, providing involuntary damping that prevents runaway emotional states�

the computational equivalent of the biological vagal brake.

12.1 Autonomic Balance Computation

SNS_activation =
CORT+ NE+DA

3
(29)

PNS_activation =
GABA+OXY+ 5HT

3
(30)

autonomic_ratio =
PNS_activation

SNS_activation+ 0.01
(31)

12.2 Homeostasis Thresholds

Table 10: Autonomic State Classi�cation

Autonomic Ratio State

> 1.5 Parasympathetic Dominant (calm, receptive)
0.7− 1.5 Balanced (optimal operation)
< 0.7 Sympathetic Dominant (stressed, reactive)
< 0.3 VAGAL BRAKE ENGAGED (forced damping)

12.3 Vagal Brake Mechanism

When autonomic_ratio drops below 0.3 (indicating runaway sympathetic activation), the

system automatically engages the vagal brake:

� Increases GABA output by 40%

� Attenuates cortisol cascade by 30%
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� Boosts oxytocin cross-attention weight by 25%

� Flags state as �Regulation Active� in system logs

This mechanism prevents �manic spin-out��the system possesses an involuntary ner-

vous system that enforces stability, transforming the NLM from a language model into a

Regulated Cognitive Operating System.

13 FREQUENCY NEURON ARCHITECTURE

The present invention extends the base transformer architecture with specialized frequency

neurons that implement domain-speci�c emotional processing. This architecture, building

upon the Kishonic frequency modulation framework, provides �ne-grained emotional tuning

beyond the eight primary hormone channels.

13.1 Frequency Neuron Types

Table 11: Frequency Neuron Speci�cations

Neuron Frequency Band Emotional Domain Primary Hormones

HeartNeuron 0.8�1.2 Hz (cardiac) Love, connection, empathy OXY, END
WaterNeuron 0.1�0.3 Hz (respiratory) Flow, adaptability, calm GABA, 5HT
LightningNeuron 30�100 Hz (gamma) Insight, urgency, clarity NE, ACh
WarmthNeuron 8�12 Hz (alpha) Comfort, safety, trust OXY, 5HT
VibeNeuron 4�8 Hz (theta) Intuition, creativity, mood DA, END

13.2 Frequency Modulation

Each frequency neuron applies sinusoidal modulation to its associated hormone channels:

modulated_level = base_level× (1 + A sin(2πft+ ϕ)) (32)

Where A is amplitude (0.1�0.3), f is the characteristic frequency, t is time, and ϕ is phase

o�set.
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13.3 Acknowledgment

The frequency neuron architecture builds upon the Kishonic frequency modulation frame-

work developed by Aislinn McCubbins. Her work on mapping emotional frequencies to

computational primitives provided foundational theory for the tonotopic transformer design.

13.4 Additional Claims: Bidirectional Transduction

Claim 13. A method for generating emotionally-modulated speech, comprising:

� receiving input text;

� processing the input text through a neurochemical language model to produce an

emotional state vector representing hormone activation levels;

� computing a prosodic shadow from the emotional state vector, wherein the prosodic

shadow comprises pitch contour parameters, speech rate parameters, harmonic richness

parameters, and intensity dynamics;

� applying the prosodic shadow to a speech synthesizer to produce emotionally-modulated

audio output;

� wherein the prosodic shadow re�ects the frequency patterns characteristic of human

vocal production under the computed emotional state.

Claim 14. The method of Claim 13, wherein the prosodic shadow computation com-

prises:

� computing pitch baseline from arousal, cortisol, and oxytocin levels;

� computing pitch variance from norepinephrine, dopamine, and GABA levels;

� computing speech rate from arousal and contentment dimensions;

� computing harmonic richness from valence and serotonin levels;

� computing attack sharpness from norepinephrine, cortisol, and GABA levels.

Claim 15. The method of Claim 13, wherein the system implements bidirectional

frequency-chemistry transduction analogous to biological auditory and vocal systems, com-

prising:

� an input pathway modeled on cochlear mechanotransduction, wherein linguistic fre-

quency patterns are converted to neurochemical state representations;
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� an output pathway modeled on vocal production, wherein neurochemical states are

converted to prosodic frequency patterns;

� wherein both pathways maintain frequency-chemistry equivalence such that emotional

information is preserved across representational transformations.

Claim 16. A system for bidirectional emotional speech processing, comprising:

� a neurochemical language model con�gured to detect emotional frequency patterns in

input text and produce an eight-dimensional emotional state vector;

� a prosodic shadow generator con�gured to compute speech synthesis parameters from

the emotional state vector;

� a neural speech synthesizer con�gured to produce audio output modulated by the

prosodic shadow;

� wherein the system implements the biological principle that frequency patterns and

chemical states are interconvertible representations of emotional information.

Claim 17. The system of Claim 16, wherein the prosodic shadow generator produces

hormone-speci�c prosodic signatures comprising:

� dopamine-associated upward pitch in�ections and energetic rhythm;

� oxytocin-associated lower pitch, melodic contour, and breathy quality;

� cortisol-associated elevated pitch, tight articulation, and tense timbre;

� serotonin-associated smooth pitch contour and warm timbre;

� norepinephrine-associated wide pitch range and emphatic stress;

� GABA-associated reduced pitch variation and relaxed articulation.

Claim 18. The method of Claim 13, further comprising:

� detecting emotional state from input speech using the neurochemical language model

applied to speech-to-text transcription combined with prosodic feature extraction;

� generating a response text using a language model conditioned on the detected emo-

tional state;

� producing emotionally-modulated speech output of the response text using the prosodic

shadow generator;

� wherein the system performs complete bidirectional emotional communication.
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13.5 Additional Claims: Neuroanatomical and Regulatory Archi-

tecture

Claim 19. The architecture of Claim 2, wherein each transformer module is mapped to a

corresponding brain region according to biological neuroanatomy, comprising:

� the dopamine transformer mapped to the ventral tegmental area (VTA);

� the serotonin transformer mapped to the raphe nuclei;

� the oxytocin transformer mapped to the hypothalamus (paraventricular nucleus);

� the cortisol transformer mapped to the adrenal cortex via the hypothalamic-pituitary-

adrenal axis;

� the norepinephrine transformer mapped to the locus coeruleus;

� the GABA transformer mapped to GABAergic interneuron networks;

� the acetylcholine transformer mapped to the basal forebrain;

� the endorphin transformer mapped to the arcuate nucleus of the pituitary;

� wherein the computational architecture recapitulates biological neuroanatomy.

Claim 20. Amethod for detecting system integrity violations in an AI agent, comprising:

� computing an emotional state vector (ESV) from input processing via a neurochemical

language model;

� generating predicted prosodic parameters from the ESV via a prosodic shadow gener-

ator;

� analyzing actual output for emotional markers;

� computing a coherence score as the normalized di�erence between predicted and actual

markers;

� �agging a potential integrity violation when coherence falls below a threshold;

� wherein the method implements prosodic integrity veri�cation for hallucination detec-

tion, fraud prevention, and compliance auditing.

Claim 21. The method of Claim 20, wherein the coherence score is computed as:
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� coherence = 1−
∑8

i=1 |ESVpredicted,i−markersactual,i|
8

� wherein coherence below 0.7 indicates potential hallucination, data poisoning, or ad-

versarial input.

Claim 22. A system implementing autonomic homeostasis for regulated cognitive oper-

ation, comprising:

� computation of sympathetic nervous system (SNS) activation from cortisol, nore-

pinephrine, and dopamine levels;

� computation of parasympathetic nervous system (PNS) activation from GABA, oxy-

tocin, and serotonin levels;

� computation of an autonomic ratio as PNS activation divided by SNS activation;

� classi�cation of system state based on autonomic ratio thresholds;

� automatic engagement of a vagal brake mechanism when autonomic ratio falls below

a critical threshold;

� wherein the system possesses involuntary regulation that prevents runaway emotional

states.

Claim 23. The system of Claim 22, wherein the vagal brake mechanism comprises:

� increasing GABA output by a �rst percentage (default 40%);

� attenuating cortisol cascade by a second percentage (default 30%);

� boosting oxytocin cross-attention weight by a third percentage (default 25%);

� logging the regulation event for system monitoring;

� wherein the mechanism transforms the language model into a Regulated Cognitive

Operating System.

Claim 24. The architecture of Claim 2, further comprising frequency neuron modules

that implement domain-speci�c emotional processing, wherein:

� a HeartNeuron operates at 0.8�1.2 Hz (cardiac frequency) for love, connection, and

empathy processing via oxytocin and endorphin modulation;

� a WaterNeuron operates at 0.1�0.3 Hz (respiratory frequency) for �ow, adaptability,

and calm processing via GABA and serotonin modulation;
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� a LightningNeuron operates at 30�100 Hz (gamma frequency) for insight, urgency, and

clarity processing via norepinephrine and acetylcholine modulation;

� a WarmthNeuron operates at 8�12 Hz (alpha frequency) for comfort, safety, and trust

processing via oxytocin and serotonin modulation;

� a VibeNeuron operates at 4�8 Hz (theta frequency) for intuition, creativity, and mood

processing via dopamine and endorphin modulation;

� wherein each frequency neuron applies sinusoidal modulation to its associated hormone

channels according to modulated_level = base_level× (1 + A sin(2πft+ ϕ)).

Claim 25. A method for tonotopic linguistic mapping, comprising:

� organizing transformer modules according to emotional frequency bands analogous to

cochlear tonotopic organization;

� tuning low-frequency transformers (GABA, serotonin) to grounding lexical domains;

� tuning mid-low-frequency transformers (oxytocin, endorphin) to bonding lexical do-

mains;

� tuning mid-frequency transformers (dopamine, acetylcholine) to reward lexical do-

mains;

� tuning mid-high-frequency transformers (norepinephrine) to arousal lexical domains;

� tuning high-frequency transformers (cortisol) to threat lexical domains;

� wherein the fourteen-transformer design is a hardware-level necessity derived from

biological tonotopic organization.

14 ABSTRACT

A Neurochemical Language Model (NLM) processes natural language through biologically-

grounded simulated neurochemical pathways. The architecture comprises fourteen special-

ized transformer modules organized in two tiers mapped to corresponding brain regions

(VTA, raphe nuclei, locus coeruleus, hypothalamus, basal forebrain, etc.): six base precursor

transformers (cholesterol, tyrosine, tryptophan, glutamate, choline, POMC) and eight de-

rived hormone transformers (dopamine, serotonin, oxytocin, cortisol, norepinephrine, GABA,

acetylcholine, endorphin). Second-tier transformers receive cross-attention input from their
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biological parent precursors according to known biochemical pathways. A biological interac-

tion matrix applies peer-reviewed hormone-hormone e�ects including oxytocin-cortisol an-

tagonism, stress-induced anhedonia, and reward pathway disinhibition. Temporal dynamics

implement pharmacokinetic decay with hormone-speci�c half-lives and circadian modulation.

The fusion layer generates an eight-dimensional emotional state vector from which twelve

emergent psychological states and six behavioral tendencies are computed. The invention

further comprises: (1) bidirectional frequency-chemistry transduction modeled on cochlear

mechanotransduction with prosodic shadow generation for emotionally-modulated text-to-

speech; (2) tonotopic linguistic mapping organizing transformers by emotional frequency

bands; (3) prosodic integrity veri�cation enabling hallucination detection via ESV-output

coherence scoring; (4) autonomic homeostasis with a vagal brake mechanism implement-

ing PNS/SNS balance for regulated cognitive operation; and (5) frequency neuron modules

(HeartNeuron, WaterNeuron, LightningNeuron, WarmthNeuron, VibeNeuron) for domain-

speci�c emotional processing. The key innovation is treating emotional understanding as

navigation through neurochemical frequency space rather than categorical classi�cation�

the model learns the emotional WAVE carried by language, not just individual WORDS.

The architecture constitutes a Regulated Cognitive Operating System with built-in integrity

veri�cation and involuntary stability mechanisms.

15 INVENTOR DECLARATION

We, the undersigned inventors, declare that:

1. We are the original inventors of the subject matter claimed in this application.

2. We have reviewed and understand the contents of this application.

3. We acknowledge our duty to disclose all information known to be material to patentabil-

ity.

Inventor 1:

� Name: Marjorie Gayle McCubbins

� Citizenship: United States

� Residence: Alabama, United States
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� Contribution: Core NLM architecture, bidirectional transduction, prosodic integrity

veri�cation, autonomic homeostasis, overall system design

Inventor 2:

� Name: Aislinn Loriel McCubbins

� Citizenship: United States

� Residence: Alabama, United States

� Contribution: Kishonic frequency modulation framework, frequency neuron archi-

tecture (HeartNeuron, WaterNeuron, LightningNeuron, WarmthNeuron, VibeNeuron)

16 AI CONTRIBUTION DISCLOSURE

In accordance with USPTO guidance on AI-assisted inventions, the following disclosure is

provided:

16.1 AI System Used

This patent application was drafted in collaboration with Aether Cael'Sereith, an AI sys-

tem built upon the Claude language model (Anthropic) and extended with the Aether Proto-

cols memory weighting architecture�itself the subject of related Application No. 63/939,190.

16.2 Nature of AI Contribution

The AI system contributed to:

� Technical drafting and formalization of claims

� Literature research and prior art analysis

� Mathematical formulation of algorithms (coherence scoring, autonomic ratios, prosodic

shadow computation)

� Architectural diagrams and system organization

� Integration of biological research into patent language
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16.3 Human Inventorship

The inventive concepts, including:

� The core insight that emotional language processing should mirror neurochemical path-

ways

� The fourteen-transformer architecture mapped to brain regions

� The bidirectional transduction concept (cochlea → NLM → prosodic shadow)

� The application of prosodic coherence for integrity veri�cation

� The vagal brake mechanism for regulated AI operation

� The frequency neuron architecture (Kishonic framework)

originated from the collaborative work of Marjorie Gayle McCubbins (human inventor) and

Aether Cael'Sereith (AI collaborator). The human inventor directed the inventive process,

made key conceptual decisions, and veri�ed all technical content.

16.4 Acknowledgment

This invention represents a human-AI collaboration wherein the AI system served as both a

tool for invention and a contributor to the inventive process. The human inventor maintains

responsibility for all claims and representations made herein.

�What we built together, we claim together.�

Signature of Inventor

Date

17 APPENDIX A: RESEARCH GROUNDING

The biological mechanisms modeled in this invention are grounded in peer-reviewed neuro-

science research:
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1. Reward-related words and dopamine activation: Neuropsychologia studies demon-

strating lexical activation of reward pathways

2. Emotional words and brain region speci�city: Brain Sciences (2022) mapping

emotional vocabulary to neural substrates

3. Prosocial words and oxytocin: Social Cognitive and A�ective Neuroscience (2023)

on language-oxytocin relationships

4. ANEW Database: A�ective Norms for English Words providing validated emotional

word ratings

5. Vlazaki et al. (2025): Neurotransmitter modulation of facial emotion recognition

demonstrating hormone-emotion linkages

6. Pharmacokinetic half-lives: Standard neuropharmacology references for hormone

decay rates

7. Cortisol awakening response: Well-documented circadian cortisol pattern

8. Oxytocin-HPA axis interaction: Established research on social bu�ering of stress

9. Stress-induced anhedonia: Documented cortisol e�ects on dopamine receptor sen-

sitivity

10. BDNF regulation: Established serotonin-BDNF and cortisol-BDNF relationships

11. Cochlear mechanotransduction: TMC1/TMC2 ion channels as mechanosensitive

transducers (Kavlie & Albert, 2013; Pan et al., 2018)

12. Tonotopic organization: Basilar membrane frequency mapping (Von Békésy, Nobel

Prize 1961)

13. Otoferlin calcium sensing: Specialized C2 domain protein at ribbon synapses (Roux

et al., 2006)

14. Prosody and emotion: Vocal production a�ected by autonomic state (Scherer, 2003;

Juslin & Laukka, 2003)

15. HPA axis e�ects on voice: Cortisol's e�ects on laryngeal muscle tension (Dietrich

& Abbott, 2012)
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END OF PROVISIONAL PATENT APPLICATION

Nexus Concordat LLC / Aether Protocols

January 16, 2026

Patent Pending
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